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dopMHUpOBaHNE TEPMHUHOJIOTHH B 001aCTH HH(POPMALMOHHBIX TEXHOJIOTHIA
U KOMIIIOTEPHOI JIMHIBUCTUKHU

Aéourncu Axunona Onaoene'
"HoBocubupckuii rocyaapCTBeHHbIH Memarorndeckuii yausepceurtet, HoBocubupcek, Poccust

Annomayus. IlorpedHOCTH B 00111l TEPMUHONIOTUH U €€ a[JJeKBaTHOM MepeBOIE IPHBeia K UH-
KOPIOPHUPOBAHUIO TMHTBUCTUYECKUH IPUHIUIIOB 13 001aCTH TEPMUHOIOTHH B pabOTy HCKYCCTBEH-
HOT'O MHTEJUIEKTA U IPYTUX chep KOMIbIOTEPHOH HAyKH.

I'maBHast 1enb yHU(UKAIMH TEPMUHOIOTMYECKOTO ammapara 3ak/Io4yaeTcs B MOCIEIyIoNIeM
CO3aHUU LU(PPOBOIT CHCTEMBI, KOTOpas OyJAeT MPUMEHSITh COLUOIUHIBUCTUYECKHIE TIPUHIIUTIBI IS
3} ekTHBHOr0 0OBSCHEHHSI MEXaHU3MOB, 3a/ICHCTBOBAHHBIX B ()OPMUPOBAHUH PA3JIUYHBIX JIEKCH-
YEeCKUX €MHHIL. Takas cHCTeMa TaKkKe MOXKET IPUMEHSITHCS IS pa3pelieHns] TUITHYHBIX TTePEeBOJI-
YeCKHX Mpo0ieM (HampuMep, NpH NepeBOie BHYTPHOTPACIEBBIX CHHOHUMOB), MOBBIIIEHUS 3 peK-
TUBHOCTH KOMMYHHKAIIUU U YIPOILEHUS] MEKTYHAPOIHOTO COTPYAHHYECTBA.

JIMHTBUCTBI M CNEIMANUCTBI B OONACTH TEOPHH BBIYUCIMTEIBHBIX CHCTEM HM3y4alOT CIOCOOBI
pa3paboTKK HEOOXOAUMBIX HHCTPYMEHTOB st 3p(heKTHBHOTO MepeBo/ia Ha pa3Hble si3bIki. OCHOB-
HOH IICNIBIO SIBJISICTCS CO3/IaHKe OOBEMIIIOIICH JTUHIBUCTUYCCKOM CHCTEMbI, OCHOBAHHON Ha 00JIb-
110#i 0a3e JaHHBIX U PA3HBIX JIMHIBUCTUYECKUX MPUHIIUIIOB.
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A need for common terminology and translations has led computer science through Artificial in-
telligence applied with linguistics in the study of segmental terminologies. The objective is a system
that abides by a sociolinguistic approach, such a system has to provide an efficient explanation of the
mechanisms applied in the formation of any lexical units. This will include the passing of negative
phenomena, including examples like intra-branch synonymy the usual bottleneck of effective trans-
lations, enhanced communication, and international cooperation due to language differences. Lin-
guistics and computer scientists have put in efforts to research the purpose of making available the
needed instruments for linguistic translations. The goal will be to establish a rich knowledge-based
system.

Keywords: language, linguistics, social linguistics, language function, artificial intelligence,
word formation, Information technology.

For citation: Oladele A. A. Formation of terminology in information technology and
computational linguistics. Topical issues of philology and methods of foreign language teaching,
2023, Vol. 17, no. 2, pp. 118-123. (In Russ.)

© Omanene A. A., 2023

EETTY . 172 + 5075




Topical Issues of Philology and Methods of Foreign Language Teaching

Topical Issues of Philology

Introduction and Background of
the study. Computational linguistics is
an interdisciplinary field concerned with
the computational modeling of natural
language, as well as the study of appropriate
computational approaches to linguistic
questions. In general, computational
linguistics draws upon linguistics,
computer science, artificial intelligence,
mathematics, logic, philosophy,
cognitive science, cognitive psychology,
psycholinguistics,  anthropology, and
neuroscience, among others as rightly
noted by V. A. Tatarinov, knowledge of
the history of science is determined by
knowledge of the history of the language
of science [8].

Computational linguistics is often
grouped within the field of artificial
intelligence but was present before the
development of artificial intelligence.
Computational linguistics originated with
efforts in the United States in the 1950s to
use computers to automatically translate
texts from foreign languages, particularly
Russian scientific journals, into English
since computers can make arithmetic
(systematic) calculations much faster
and more accurately than humans, it was
thought to be only a short matter of time
before they could also begin to process
language

In, his Terminology Manual, Helmut
Felber states the following about the
relationship between artificial intelligence
and the General Theory of Terminology
(GTT): "Since the studies in artificial
intelligence and the establishment of expert
systems have to deal with concepts, systems
of concepts, concept linking, conceptual
mapping of reality, etc., a stronger affinity
between the GTT and computer science
is to be expected shortly"” [1]. Human
language development provides some
constraints that make it harder to apply a
computational method to understanding it.
For instance, during language acquisition,
children are largely only exposed to

positive evidence. This means that
during the linguistic development of an
individual, the only evidence for what is
a correct form is provided, and no proof of
what is not correct.

This is insufficient information for a
simple hypothesis testing procedure for
information as complex as language,
and so provides certain boundaries for
a computational approach to modeling
language development and acquisition in
an individual. “Terminology is the most
sensitive part of the vocabulary to external
influences”, it clearly shows the influence
of society on the language [2].

Methodology. To understand the
relationship between human and artificial
intelligence, it is important to highlight the
difference which is the fact that the latter
has to transform all of its tasks into two
elementary "mental" processes:

(I) Comparison based on the
identification and analysis of available
data.

(2) Synthesis according to patterns and
rules.

These two operations can be applied
when tackling the following tasks:

Decomposition, i.e.  splitting of
characteristics of the same rank.

Filing, i.e. arrangement according to
dissimilar characteristics.

Abstraction, i.e. selection of essential
characteristics and omission of inessential
characteristics.

Reduction, i.e. omission of irrelevant
and equivalent characteristics.

These tasks can be performed by
machines and constitute the operational
framework  of  knowledge  banks.
The determination and recording of
characteristics is an essential part of
systematic terminology work. In linguistic
data processing it is necessary to abide
by certain conditions which are set by
the strictly logically oriented operation of
machines. This is of particular relevance
for the semantic level of the language.

Volume 17, no. 2« 2023~ IEIEEGEGE



AKTyanbHble MPo6nembl GUAONOrN 1 METOAVKI MPEMNOACBAHNS MHOCTOAHHBIX SI3bIKOB

Limitations. D. F. Robertson points
out that these limitations constitute a
particular challenge to Al-research:
"Originally, Al research proceeded on
the assumption that it might be possible
to endow computers with symbolic
reasoning capabilities similar to those
of the human mind by isolating a few
fundamental laws of logic, distilling those
laws into sophisticated software systems
and linking their operation to powerful
computers" [6].

This is still a particular challenge to
researchers in artificial intelligence, to
coordinate and adopt a large number of
linguistic, communicative, and cognitive
abilities effectively. But the prize is worth
the effort: if they are successful, they
can achieve a much higher accessibility
of knowledge than in the case of
conventional databases and data banks
where titles and texts of papers have to
serve as titles and intermediaries.

Concerning semantic abilities there is
one major difference, digital machines
can only process structures, "meaning"
has to be structured, therefore. This
approach has already been developed
by the General Theory of Terminology
irrespective of any computer application.
Meaning is represented in form of
concepts that are parts of systems of
existing concepts.

Topicality. The forerunners of
strict concept systems in knowledge
representation are the so-called "semantic
networks" which should be correctly
named "associative networks" [3]. In,
knowledge banks one encounters both
fixed concept relationships and so-called
associative relationships. The Ilatter
plays a very interesting role and can be
described as "coming across interesting
information" or as simple "browsing".

Direct access to the various categories
of knowledge is only possible via
concepts that are in relationship to each
other or have some other kind of linkage.
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This means that terminological principles
have to be observed.

On knowledge representation, Hayes
and McCarthy [4] divided, “knowledge”
into two distinctive sections:

1) The epistemological knowledge
which consists of data in specific data
structures.

2)  Heuristic  knowledge, which
describes how the data has to be handled.
Concepts would fall under category | and
terminological principles under category 2.

As a consequence of the fact that
systems become more "intelligent" and
perform more demanding tasks, there
is an increase in ambiguous meanings
or contradictions within the special
language used.

This requires explanatory dialogues
between systems and users, to elucidate
for instance why the systems have come
to a certain conclusion and what the
user could do if he is not satisfied with a
certain result. Seeing this problem from
the terminological point of view one
can say that especially definitions and
explanations contribute considerably to
the transparency of a system.

Goal. H. J. Levesque mentions a
further advantage of definitions and
justifies terminological access systems

to knowledge representations as follows:
"Why should a representation scheme that
is interested only in expressing knowledge
about a world have to deal with statements
that carry no information? The answer,
I believe is that definitional mechanisms
facilitate the interaction between a user (man
or machine) and the Knowlege Base. The
addition of terminology is not a matter of
truth or falsity but a matter of convenience
to the user. In particular, the definitional
mechanisms of a language should help
structure and should organize what eventually
will be said or asked about the world" [5].

Thus, the following preparatory work
has to precede the creation of a knowledge
bank:
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1) Investigation of the structure of
the respective subject terminologies and
their applicability in a modified form as
documentation languages.

2) The selection and further development
of universal and hierarchically structured
ordering systems.

Novelty. Now let us take a look at the
development of computer programs for a
user-oriented and automatic reshuffling
of knowledge units. implicitly contained
knowledge has to be made explicit by
generating references and indexes. This
is the case in information-extracting and
convincing systems that have the capability
to "comprehend" machine-readable texts
and extract relevant information. Such
capabilities are particularly important
for automatic abstracting and machine
translation.

Eugen Wooster has developed practice-
oriented methods for conceptual ordering
and economy. Especially the relationships
between concepts can be used as signposts
for tracing knowledge units in a bank.
Furthermore, they facilitate the following
functions of machines with artificial
intelligence: classification (structuring),
condensation, abstraction, and association.
All these functions are directly dependent
upon the type of characteristics that
determines the criteria for subdivision
and creation of schemes. It also allows
purpose-oriented abstraction which has a
screening function and is a prerequisite for
the operation with relevant data only [9].

The use of Expert systems as a practical
application of Al Research is a factor to
be also considered. Expert systems are
knowledge-based systems that provide
immediate access to expertise and other
cognitive capabilities stored in machines.
Expert systems can be distinguished
from traditional information systems on
the grounds of their inference functions
and their storage capacity for general
background knowledge.

They are designed for heterogenous
and complex subject fields rather than
for homogenous and mass data and serve
as interactive advisory units. For this
reason, it is necessary to use adequate
access mechanisms such as structured
terminologies and concept systems. The
essential aspect in this matter is not so
much the contents but the structure of the
data, i.e. the relationships between them
there is a deep structure of concepts that
provide access to the entire system.

The role that artificial intelligence
research has assumed in this matter is
explained by D.F. Robertson: "When
computer reasoning power was found to be
a function of intensive knowledge about a
limited domain of facts and heuristics, the
focus of Al research naturally shifted to the
development of expert systems possessing
an enormous quantity of highly structured
information about a well-defined set of
problems" [6].

This is a very important task because
only structured and categorized knowledge
is of use to the expert. It goes without
saying, that these complex processes
have to be investigated very thoroughly
and have to be made operational for the
respective field of application. It has to
be emphasized, however, that the further
development and full implementation of
the General Theory of Terminology will
enrich the spectrum of possible solutions
and will guarantee the practice orientation
of this interdisciplinary field of research.

The wuse of an Intelligent user
interface for terminology should be a
strong consideration. The crucial point
in establishing a knowledge bank is
the selection of an adequate database
management system. The development in
this field is quite rapid and one can say that
there is a general trend toward more user-
friendliness.

Michael Stonebraker summarized the
requirements for user-friendliness as
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follows: "Hopefully, the next generation
DBMSs (database management systems)
should be noticeably better than the
current ones. I would like to see DBMSs
that deal much more intelligently with
complex objects (e.g. forms, maps, icons,
etc.) and relationships (e.g. generalization,
inheritance, and associations)" [7].

Conclusion. In conclusion, it is
constructive to say that It is typical for
many advisory or consultancy situations
that the expert does not only draw upon
his own expertise but also on external
databases which contain formatted mass
data that cannot be part of his own memory.
it is now up to the skill of the consultant
to combine these two sources in the most
efficient way and to interpret the stored
facts on the grounds of his expertise.

If these functions are to be carried out
by a knowledge bank, it is necessary to
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develop specific aids for user guidance.
Users usually judge their database by
the capabilities of the user interface.
Therefore, it is very important to give this
aspect sufficient consideration. Artificial
intelligence functions are of particular
importance for the creation of user
interfaces, i.e. the software that mediates
between a person and the programs
shaping the system into a tool for specific
goals, especially in linguistic tools.

The specific task that has to be kept in
mind in this context is terminology work
in general and as an access function to
expert systems in particular. The user of
such a system should be confronted as
directly as possible with the network of
concepts. This can be facilitated by means
of a dialogue that points out the possible
relationships to other concepts or subjects
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